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Abstract: Image annotation is the process of assigning significant labels to specific parts of an image, making it easier 

for systems to categorize, interpret, and retrieve visual data. These annotations are then used in the retrieval process to 

search for and recover images based on tagged data, improving the accuracy and efficiency of identifying relevant 

images. However, inadequate or inconsistent annotations lead to poor image retrieval performance, decreasing the 

overall effectiveness. This research proposes the Fuzzy C-Means Clustering-Gaussian Bare Bones White Shark 

Optimization (FCM-GBWSO) algorithm for automatic image annotation and retrieval. In WSO, GB is incorporated 

to prevent premature convergence and avoid local optima issues in generating cluster centroids and clustered images. 

Various feature extraction techniques, such as ResNet50 and Color Moments, are applied to extract features effectively. 

Feature transformation and Neighbourhood Component Analysis (NCA) are then used to transform the features into 

similar significance and select the best features. The proposed FCM-GBWSO achieves an average precision of 0.98, 

0.96, and 0.97 on the Corel-10k, Caltech 256 datasets, and Corel 1k respectively, outperforming existing methods 

like hierarchical clustering and Deep Neural Network-based Deep Search and Rescue (DNN-SAR). 

Keywords: Color moments, Fuzzy c-means clustering-gaussian bare bones white shark optimization, Neighbourhood 

component analysis, Retrieval, ResNet50. 

 

 

1. Introduction 

Image annotation is the process of labeling or 

tagging images with descriptive information to 

recognize and categorize objects within the image. 

Image retrieval is the process of searching for and 

identifying appropriate images from vast datasets 

based on input queries. Searching for an image based 

on its content is called Query By Image Content 

(QBIC), which allows users to retrieve images by 

analyzing visual features effectively [1]. In the 

retrieval process, the user provides a query image, 

which is analyzed according to specific criteria, and 

the system retrieves images with similar visual 

features [2, 3]. Developing an effective and efficient 

image feature descriptor has become a challenging 

task in image retrieval [4]. A scene or object may be 

captured under various conditions, such as different 

lighting sources, illustrations, and viewing angles. 

The image retrieval system offers an efficient way to 

search and browse for a desired image within a 

database of image sets [5]. High-level features are 

used to recognize images, while machines utilize 

low-level visual features. The difference between 

low-level features (e.g., pixels) and high-level 



Received:  October 26, 2024.     Revised: November 14, 2024.                                                                                        560 

International Journal of Intelligent Engineering and Systems, Vol.18, No.1, 2025           DOI: 10.22266/ijies2025.0229.39 

 

features (e.g., actions, objects, people) is known as 

the semantic gap [6, 7]. 

The semantic gap refers to the disconnect 

between raw data and meaningful interpretations, 

such as recognizing objects or actions in an image [8]. 

Initially, the low-level visual content is extracted 

from the query image in the retrieval system, and 

target images in the digital source are analyzed to 

construct feature descriptors/vectors. Suitable 

similarity measures are then calculated between the 

feature descriptor of the query image and each target 

image in the digital source [9]. Based on these 

calculated similarity measures, the target images are 

ranked to the query image [10]. Visual content such 

as texture, color, and shape plays a crucial role in 

producing desired outcomes based on user 

requirements [11, 12]. The efficient identification of 

the target object provides reliable and accurate 

feature descriptions for instance-level image retrieval, 

and low-dimensional representation results in faster 

retrieval efficiency and reduced storage costs [13]. 

Therefore, it is essential to develop an effective 

approach to recognizing target objects to create a 

discriminative and compact representation that 

enhances image retrieval [14, 15]. However, 

inadequate or inconsistent annotations can lead to 

poor retrieval performance, reducing the 

effectiveness of the image. To address this issue, the 

FCM-GBWSO approach is proposed for automatic 

image annotation and retrieval, enhancing the 

accuracy of image labeling and clustering. This 

approach improves retrieval performance by 

optimizing the annotation process, leading to more 

accurate and relevant search results. 

The main contribution of this research is provided 

as follows: 

• The FCM-GBWSO is employed to minimize 

the search space and increase retrieval 

efficiency. In WSO, GB is incorporated to 

solve premature convergence issues and avoid 

local optima. 

• GBWSO is applied to determine the optimal 

number of clusters and centroids for FCM, 

enabling efficient image clustering. The 

GBWSO is optimized by utilizing the 

Euclidean distance between the cluster 

centroids and the query image. 

• The features extracted from ResNet50 and 

color moments are transformed and selected 

using NCA, which helps convert the features 

to similar importance and select the best 

feature subset. This refined feature selection 

also enhances automatic annotation and 

retrieval efficiency. 

This paper is summarized as follows: Section 2 

provides a literature survey of existing methods. 

Section 3 illustrates an explanation of the proposed 

methodology. Section 4 involves experimental 

results, and the conclusion of this research paper is 

given in Section 5. 

2. Literature survey 

Hidayat [16] suggested hierarchical clustering on 

low-level features for image retrieval. The shape, 

texture, and color are the low-level features that were 

extracted and then hierarchically clustered. Then, the 

resultant clusters were validated to acquire an optimal 

number. In the retrieval progress, the query image 

features were extracted and compared with each 

feature’s cluster centroid. The query outcome scores 

for all features were normalized, and these 

normalized scores were weighted to calculate an 

overall score, leading to improved performance. 

However, the hierarchical clustering suffered from 

poor discriminative power due to the inability to 

capture intricate image patterns and semantic data. 

Mahalakshmi and Fatima [17] implemented an 

ensemble of Deep Learning (DL) methods to retrieve 

the images. At first, Convolutional Neural Network 

(CNN) based VGGNet-19 was applied to extract the 

feature and Euclidean distance-based similarity 

measures for image retrieval. Then, the Bidirectional-

Long Short-Term Memory (Bi-LSTM) was utilized 

simultaneously to retrieve the textual documents. The 

implemented Bi-LSTM sequentially considered each 

word in a sentence which extracted the data and 

embedded it into a semantic vector. Nevertheless, the 

ensemble of DL struggled with high-dimensional 

feature fusion which led to inefficiencies in aligning 

and matching disparate modalities and resulted in 

suboptimal retrieval performance. 

Keisham and Neelima [18] developed a Deep 

Neural Network-based deep Search and Rescue 

(DNN-SAR) for image retrieval. Initially, the Fast 

Average Peer Group (FAPG) filter was applied to 

eliminate the noise in the pre-processing phase. Then, 

the various features such as shape, color, and texture 

were extracted and then the feature vectors were 

computed. All these features were combined into a 

single feature by employing an average and weighted 

average model. Then, the combined features were 

clustered by utilizing a Sunflower Optimization 

Approach (SFO) which provides a better 

convergence rate. However, the DNN-SAR struggled 

in managing diverse scenes due to overfitting on 

specific training data which leads to reduced 

generalization.  
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Luo and Hu [19] presented an Adaptive 

Attention-ResNet (AA-ResNet) for image retrieval. 

The presented approach involved a feature extraction 

shown by the pattern, a complementary network, and 

a generator. The feature extraction defined by a 

pattern was utilized to extract the various feature 

levels which enabled the assessment of various 

aspects of the image. The design of the AA-ResNet 

effectively employed image data of the entire level 

and local level which enhanced the feature 

representation. Nevertheless, the AA-ResNet 

struggled with accurately capturing fine-grained 

information because it focused on the attention 

mechanism which reduced performance in 

distinguishing similar images with minor differences.  

Jintanachaiwat and Siriborvornratanakul [20] 

introduced a ResNet50 for image search similarity. 

Global Max Pooling (GAP) were used to extract the 

features and the metric embedding layer formed the 

last embeddings with a dimension. ResNet50 

employed skip connections to prevent vanishing 

gradient and enabled the training of deep networks. 

However, ResNet50 struggled with capturing high-

level semantic data due to its fixed architecture and 

relatively shallow depth which resulted in less 

effective retrieval performance.  

In the overall analysis, the existing methods had 

limitations like the inability to capture intricate image 

patterns, inadequate or inconsistent annotations, 

struggle to manage diverse scenes and capture high-

level semantic data. To address these limitations, the 

FCM-GBWSO is proposed for image annotation and 

retrieval by enhancing the ability to capture image 

patterns and high-level semantic data via enhanced 

clustering and optimization process. It ensures more 

consistent and accurate annotations which manage 

diverse scenes effectively. This leads to better 

retrieval performance and more reliable effectiveness.  

3. Proposed methodology 

This research proposes FCM-GBWSO for 

automatic image annotation and retrieval process. It 

contains two difference process performed in FCM-

GBWSO like online process (querying) and an 

offline process (indexing). The significant process of 

the offline procedure is a dataset, pre-processing, 

extraction, transformation, selection, and SSR by 

applying FCM-GBWSO. Similarly, the query image 

is indexed effectively and then similarity matching is 

performed with a subset of images for retrieving an 

appropriate image. Fig. 1 depicts a block diagram for 

the FCM-GBWSO method.  

 

 
Figure. 1 Block diagram for the FCM-GBWSO method 
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Figure. 2 Sample images of Corel-10k dataset 

 

        
Figure. 3 Sample images of the Caltech 256 dataset 

 

 
Figure. 4 Sample images of the Corel 1k dataset 

 

3.1 Dataset 

In this research, the Corel-10k [21], Caltech 256 

[22], Corel 1k [23], Corel 1.5k [18], and Corel 5k [24] 

are used to determine the proposed approach 

performance which is explained as follows:  

Corel-10k: The Corel-10k contains 100 

categories of images like aviation, dog, art, cat, tiger, 

owl, lion, etc. Each category contains 100 images 

with an overall of 10,000 images. Also, it involves a 

digitally zoomed version of different-sized images. 

Corel-10k contains 80% of training and 20% of 

testing respectively. Fig. 2 represents a sample image 

of the Corel-10k dataset. 

Caltech 256: It includes 30,607 images which is 

divided into 256 categories. Of all total images, 80% 

are used for training whereas the remaining 20% are 

employed for the testing process. Each image belongs 

to 101 various categories and the number of images 

in every category range from 80 to 827 

correspondingly. Fig. 3 indicates sample images of 

the Caltech 256 dataset. Then, the obtained images 

are passed through the pre-processing step. 

Corel 1k: It has 1000 images and divides into 10 

classes. Overall, it contains 100 images which are 

present in each class with 256 𝑋 384 size.  The 70% 

of images are selected as training images and 

remaining 30% are chosen  

as testing images in the proposed approach. Figure 4 

indicates a sample images of the Corel 1k dataset. 

Corel 1.5k: It contains overall 1500 images that 

are split into 15 classes and 100 images are present in 

each class with a 256 𝑋 384 size. Among the overall 

1500 images, 80% of images are chosen for training 

and 20% of images are considered for testing purpose.  

Figure 5 represents a sample image of Corel 1.5k 

dataset. 

 

 

 
Figure. 5 Sample images of Corel 1.5k dataset 
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Figure. 6 Sample images of Corel 5k dataset 

 

Corel 5k: It has 5000 images which is divided 

into 50 groups and 100 images are present in each 

class with an equal size of 256 𝑋 384 size. Among 

overall 5000 images, 70% of images are considered 

for training and 30% for testing process respectively. 

Figure 6 denotes a sample images of Corel 5k dataset. 

3.2 Pre-processing 

Then, the gathered images are fed into pre-

processing using the normalization model. Min-max 

[25] method is preferred over z-score when the data 

has no outliers and it scales pixel values of images to 

a fixed range [0,1] which preserves the relationships 

when removing distortions caused by varying 

intensities. An input intensity pixel is enhanced by 

altering pixel limits by applying min-max which is 

formulated in Eq. (1). 

 

𝑙′ = (𝐼 − min)
𝑛𝑒𝑤𝑚𝑎𝑥−𝑛𝑒𝑤𝑚𝑖𝑛

𝑚𝑎𝑥−𝑚𝑖𝑛
+ 𝑛𝑒𝑤𝑚𝑖𝑛  (1) 

 

Where 𝐼  represents input image, min  and max 

indicates minimum and maximum input image value, 

𝑙′  determines normalized image, whereas 𝑛𝑒𝑤𝑚𝑖𝑛 

and 𝑛𝑒𝑤𝑚𝑎𝑥 depicts value of new intensity 𝑙′. This 

enhances the image annotation and retrieval 

performance by enhancing the feature consistencies 

across images resulting in more accurate 

performance. Then, the normalized image is fed into 

the feature extraction process. 

3.3 Feature extraction 

A pre-processing image are provided as input to 

various types of techniques like ResNet50 and Color 

moments. Through image retrieval, feature extraction 

is a progress of initial reduction and changing images 

from pixel to feature space. Detailed information is 

explained as follows: 

ResNet50: ResNet50 [26] is a variant of Residual 

Network which is established for training the Deep 

Neural Networks (DNN) with 50 layers. It constructs 

the residual learning concept which solves the 

vanishing gradient issue which allows the network to 

learn rapidly and more efficiently even as the network 

depth is enhanced. This is achieved via skip 

connections or shortcut connections which allow the 

gradient to be backpropagated directly to previous 

layers. ResNet50 is considered for its depth and 

complex design components which are specifically 

designed to enhance gradient propagation and a rich 

feature extraction. It contains a convolutional layer, 

Batch Normalization (BN), and Rectified Linear Unit 

(ReLU) activation function layers which process 

together to enhance feature extraction and improve 

training stability by normalizing inputs. In these 

initial layers, the model detects basic features like 

textures, edges, corners, shapes, and color patterns.  

However, as the network depth increases, it 

prioritizes features such as shapes which leads to 

reduced significance of color in later stages. Hence, 

color moments are used in feature extraction which is 

described below. 

Color Moments: Color moments are an effective 

and simple method to indicate a color feature and are 

dispersed in low-order moments that is mean, 

variance, and skewness utilized for determining 

image’s color dissemination. Hence, color features 

are extracted via the mean (𝐸𝑖), skewness (𝑆𝑊𝑖), and 

standard deviation (𝜎𝑖) which is formulated in Eqs. 

(2) to (4). 

 

𝐸𝑖 =
1

𝑁
∑ 𝑃𝑖,𝑗

𝑁
𝑗=1      (2) 

 

𝜎𝑖 = √
1

𝑁
∑ (𝑃𝑖,𝑗 − 𝐸𝑖)

2𝑁
𝑗=1     (3) 

 

𝑆𝑊𝑖 = √
1

𝑁
∑ (𝑃𝑖,𝑗 − 𝐸𝑖)

3𝑁
𝑗=1

3
    (4) 

 

Where 𝑃𝑖,𝑗 indicates color elements 𝑖 of 𝑗𝑡ℎ pixel 

and overall image pixel is denoted as 𝑁 . Color 

moments effectively capture the color distribution in 

an image by utilizing statistical moments from each 

color channel. This simplifies the comparison among 

images while managing significant color information. 

Color moments are efficient for color-based search 

and retrieval which provides robustness to minor 

variations like noise or lightning changes. ResNet50 

and color moments are integrated to establish and 

total Feature Vector (𝐹𝑉) which is expressed in Eq. 

(5). 
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𝐹𝑉 = {𝑅𝑒𝑠𝑁𝑒𝑡, 𝐸𝑖 , 𝜎𝑖, 𝑆𝑊𝑖}    (5) 

 

The concatenated features are provided as input 

for further process to normalize and select finest 

features.  

3.4 Feature transformation and selection 

A concatenated 𝐹𝑉  is fed as input for the 

transformation of features and every feature contains 

a range value. A feature with a greater feature value 

manages and assigns higher weight than fewer 

feature values in similarity matching. Hence, the 

feature transformation is significant to convert every 

feature with alike significance. An intra-

normalization is applied where every feature vector 

is normalized using Eq. (6). 

 

𝐹𝑉𝒊,𝒋 =
𝐹𝑉𝒊,𝒋−𝐹𝑚𝑎𝑥𝒊

𝐹𝑚𝑎𝑥𝒊−𝐹𝑚𝑖𝑛𝒊
     (6) 

 

Where, 𝐹𝑚𝑎𝑥𝒊  and 𝐹𝑚𝑖𝑛𝒊  represents the 

maximum and minimum values of all feature vectors 

correspondingly. The transformed features employ 

Neighborhood Component Analysis (NCA) to 

choose an optimum feature set by removing the 

inappropriate features. NCA is used to categorize 

multi-variate data into various class depending on 

distance parameters among data. It is non-parametric 

and does not need any parameter or assumption 

regarding the sample’s statistical data. In NCA, 

feature ranking is performed with regularization to 

learn the feature weight for minimization of the 

objective function. Hence, the weight value indicates 

each feature’s contribution to linear transformation’s 

discriminative effectiveness obtained by NCA. Based 

on the weights, the features are ranked while the 

higher weight represents more essential features for 

processing retrieval functions. At last, the top-ranked 

features are selected with a length for further 

processing. 

3.5 Search Space Reduction (SSR) 

During feature selection, the retrieval efficiency 

is affected while significant features are discarded. 

The chosen features are provided as input to SSR 

which is necessary to increase retrieval accuracy. In 

the query phase, the traditional image retrieval 

matching for large data repositories impacts the 

retrieval performance. Hence, it is vital to select an 

initial congregation of extremely appropriate images 

from the repository. The FCM [27] model is an 

effective clustering method which is an unsupervised 

approach used to select the initial image subset. Here, 

search space is minimized by integrating FCM with 

GBWSO. The FCM needed a cluster member pre-

identification and it is struggled due to a dead unit 

problem that indicates an insufficient cluster center 

initialization. Hence, the above problem is addressed 

by integrating the GBWSO with FCM. From the 

GBWSO, the cluster center’s optimal number is 

determined and that is evaluated to cluster number for 

FCM. In the subsequent section, the GBWSO and 

FCM are explained in detail. 

3.5.1. GBWSO 

FCM faces challenges due to insufficient 

initialization of cluster center initialization, therefore 

GBWSO is utilized to determine the optimal number 

of the cluster center. A random k value and cluster 

centroid are passed to GBWSO to acquire the best 

cluster number. WSO [28] is a population-based 

approach such as numerous metaheuristic algorithms. 

The candidate solutions to an optimization issue with 

an 𝑑 dimensional space and 𝑛 population size (white 

shark) is formulated in Eq. (7). 

 

𝑤 = [

𝑤1
1 𝑤2

1 … 𝑤𝑑
1

𝑤1
2 𝑤2

2 … 𝑤𝑑
2

⋯
𝑤1

𝑛
⋯
𝑤2

𝑛
…
…

…
𝑤𝑑

𝑛

]    (7) 

 

Where 𝑤 indicates the location of every shark in 

search domain and 𝑑  represents a number of 

variables for the provided task.  

 

Speed of Movement towards Prey: A white 

shark identifies a location of prey by hearing a pause 

in waves by moving prey which is expressed in Eq. 

(8). 

 

𝑢𝑘+1
𝑖 = 𝜇[𝑢𝑘

𝑖 + 𝑝1(𝑤𝑔𝑏𝑒𝑠𝑡𝑘 − 𝑤𝑘
𝑖 ) × 𝑐1 +

𝑝2(𝑤𝑏𝑒𝑠𝑡

𝑣𝑘
𝑖

− 𝑤𝑘
𝑖 ) × 𝑐2]                 (8) 

 

𝑖 = 1,2,… , 𝑛 = size index, 𝑢𝑘+1
𝑖  denotes speed 

vector of 𝑖𝑡ℎ shark at 𝑘 + 1  iteration, 𝜇  indicates 

scaling factor, 𝑢𝑘
𝑖  represents current position of 𝑖𝑡ℎ 

shark at 𝑘  iteration, and 𝑣𝑖  represents shark index 

vector obtaining the best location using Eq. (9) 

 

𝑣𝑖 = [𝑛 × 𝑟𝑎𝑛𝑑(1, 𝑛)] + 1    (9) 

 

Where 𝑟𝑎𝑛𝑑(1, 𝑛)  denotes randomly produced 

numbers which have a domain distribution [0,1].  

 

𝑝1 = 𝑝𝑚𝑎𝑥 + (𝑝𝑚𝑎𝑥 − 𝑝𝑚𝑖𝑛) × 𝑒−(
4𝑚

𝑘
)2

          (10) 
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𝑝2 = 𝑝𝑚𝑖𝑛 + (𝑝𝑚𝑎𝑥 − 𝑝𝑚𝑖𝑛) × 𝑒−(
4𝑚

𝑘
)2

           (11) 

 

Where 𝑘  represents present, 𝑚  denotes 

maximum iterations, and 𝑝𝑚𝑖𝑛  and 𝑝𝑚𝑎𝑥  depicts 

initial and subordinate velocity for the motion of a 

white shark using Eq. (10) and (11). Then, those 

values are determined as 0.5 and 1.5 using Eq. (12). 

 

𝜇 =
2

|2−𝜏−√𝜏2−4𝜏|
               (12) 

 

Where 𝜏 denotes accelerating factor. 

 

Optimal Prey Movement Direction: The update 

position strategy represented in Eq. (13) is employed 

to determine the white shark behavior as they move 

towards prey. 

 

𝑤𝑘+1
𝑖 = {

𝑤𝑘
𝑖 →⊕ 𝑤0 + 𝑢. 𝑎 + 𝑙. 𝑏; 𝑟𝑎𝑛𝑑 < 𝑚𝑣

𝑤𝑘
𝑖 +

𝑢𝑘
𝑖

𝑓
; 𝑟𝑎𝑛𝑑 ≥ 𝑚𝑣

(13) 

 

Where ⊕  represents the bitwise operation 

outcomes. Eqs. (14-16) are described 𝑎  and 𝑏  as 

binary vectors. 

 

𝑎 = 𝑠𝑔𝑛(𝑤𝑘
𝑖 − 𝑢) > 0              (14) 

 

𝑏 = 𝑠𝑔𝑛(𝑤𝑘
𝑖 − 1) < 0              (15) 

 

𝑤0 =⊕ (𝑎, 𝑏)               (16) 

 

Where 𝑢  indicates undefined parameter in the 

current context, 𝑠𝑔𝑛  determines sign function, and 

𝑤0 represents combined state based on conditions 𝑎 

and 𝑏. The white shark’s wavy motion frequency and 

shark attack time multitude are expressed in Eqs. (17) 

and (18). 

 

𝑓 = 𝑓𝑚𝑖𝑛 +
𝑓𝑚𝑎𝑥−𝑓𝑚𝑖𝑛

𝑓𝑚𝑎𝑥+𝑓𝑚𝑖𝑛
              (17) 

 

𝑚𝑣 =
1

(𝑎0+𝑒

𝑘
2
−𝑘

𝑎1 )

               (18) 

 

Where 𝑎0  and 𝑎1  represents location constants 

that are utilized to manage exploitation and 

exploration and 𝑚𝑣  indicates shark attack time 

multitude. 

 

Optimal Shark Movement Direction: Shark 

maintains its place who is closer to the target which 

is formulated using Eq. (19). 

 

𝑤𝑘=1
′𝑖 = 𝑤𝑔𝑏𝑒𝑠𝑡𝑘 + 𝑟1𝐷𝑤𝑠𝑔𝑛

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ (𝑟2 − 0.5)𝑟3 < 𝑆𝑠     (19) 

 

Where 𝑤𝑘=1
′𝑖  represents upgraded shark’s 

location, 𝑠𝑔𝑛(𝑟2 − 0.5)  becomes 1 or -1 for 

modifying the search path, 𝑟1, 𝑟2 , and 𝑟3  indicates 

random number, 𝐷𝑤
⃗⃗ ⃗⃗  ⃗ denotes both shark and target 

length, using Eq. (20), and 𝑆𝑠 depicts parameters for 

reflecting the white shark power by applying Eq. (20). 

 

𝐷𝑤
⃗⃗ ⃗⃗  ⃗ = |𝑟𝑎𝑛𝑑 × (𝑤𝑔𝑏𝑒𝑠𝑡 − 𝑤𝑘

𝑖 )|             (20) 

 

𝑆𝑠 = |1 − 𝑒
𝑎2×𝑘

𝑘 |               (21) 

 

Where 𝑎2  indicates the location factor for 

regulating exploitation and exploration. However, the 

variety of WSO approaches diminishes during the 

later stage of determining WSO which results in 

potential problems with accuracy and convergence 

speed. The GB mechanism provides the selection of 

the most appropriate direction for white sharks and 

makes them gradually progress near the best 

solutions which prevents premature convergence to 

avoid local optima issues. Therefore, GB is 

incorporated into the WSO model to increase the 

population diversity after updating each search agent 

position. This manages a balance among the 

algorithm’s local exploitation and its ability for 

global search which leads to enhanced convergence 

speed. The GB mechanism is resultant of Bare-Bones 

Particle Swarm Optimization (BBPSO). In this 

mechanism, the parameter 𝑅 is used for guiding each 

individual. If the probability of random process is less 

than 𝑅 , the Gaussian distribution updates the 

individual position in the following evaluation. The 

mathematical formula for the GB mechanism is 

expressed in Eq. (22). 

 

𝑤𝑘,𝐺𝐵
𝑗

=

{
𝐺(

(𝑤𝑔𝑏𝑒𝑠𝑡,𝑘−1+𝑤𝑘
𝑗
)

2
, |𝑤𝑔𝑏𝑒𝑠𝑡,𝑘−1 − 𝑤𝑘

𝑗
|) 𝑖𝑓 𝑟𝑎𝑛𝑑 < 𝑅

𝑤𝑘
𝑗1

+ 𝑟4(𝑤𝑘
𝑗2

− 𝑤𝑘
𝑗3

) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                            (22) 

 

Where 𝑤𝑘,𝐺𝐵
𝑗

 indicates 𝑗𝑡ℎ  white shark’s new 

position by utilizing a GB; 𝑤𝑔𝑏𝑒𝑠𝑡,𝑘−1  represents 

global best solution acquired in 𝑘 − 1 iterations, 𝑟4 

denotes random number in [0,1] interval, 𝐺 depicts 

Gaussian distribution with mean 
(𝑤𝑔𝑏𝑒𝑠𝑡,𝑘−1+𝑤𝑘

𝑗
)

2
 and 

standard deviation (𝑤𝑔𝑏𝑒𝑠𝑡,𝑘−1 + 𝑤𝑘
𝑗
) . The GB-

WSO increases the exploration and exploitation 
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capabilities and assists the algorithm to escape local 

optima and better explore search space. This 

integration enhances convergence speed and solution 

accuracy.  

3.5.2. FCM-GBWSO 

The FCM-GBWSO is the combination of the 

GBWSO and FCM model. The GBWSO is utilized to 

identify the cluster number and centroid that is 

provided as the initial seed value of FCM. The FCM-

GBWSO process is explained as follows, 

• The white shark is initialized by centroids 

from image 𝐹𝑉  and 𝑘  random values. A 

single prey position determines cluster 

centroid in the clustering background. 

• For each white shark, the fitness function is 

calculated by utilizing a clustering criterion 

i.e., distance. The white shark location is 

updated depending on the prey. The same 

measures are performed till the white shark 

spreads maximum iterations. 

• Establish GBWSO based on optimal results 

from GBWSO and it generates the cluster 

centroids and clustered images. 

• At last, cluster centroid and query image are 

determined together, and then the cluster with 

fewer distances is measured for retrieval 

progress. 

3.6 Retrieval stage 

In this phase, the search utilized a predefined 

query image in image retrieval is determined in FCM-

GBWSO. For a provided query image, a similar 

feature set is acquired and generated utilizing feature 

extraction, transformation, and selection progress. 

Then, the query feature image is determined with 

cluster centroid acquired from FCM-GBWSO. At last, 

cluster images that are greatly matched with query 

images are retrieved from the data. Figs. 7 and 8 show 

a query image and retrieved images for Corel-10k and 

Caltech 256 datasets. 

 

 

 
Figure. 7 Query and retrieved images for Corel-10k dataset 

 

 
Figure. 8 Query and retrieved images for Caltech 256 dataset 
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4. Experimental results 

The proposed FCM-GBWSO is simulated based 

on MATLAB R2018a with Windows 7 operating 

system, an Intel i5 processor, and 6 GB RAM. The 

performance measures like average precision, 

average recall, and average f1-score are used to 

determine the proposed approach performance using 

Eqs. (23) to (25). 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
1

𝑁
∑

𝑇𝑃𝑖

𝑇𝑃𝑖+𝐹𝑃𝑖

𝑁
𝑖=1              (23) 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑒𝑐𝑎𝑙𝑙 =
1

𝑁
∑

𝑇𝑃𝑖

𝑇𝑃𝑖+𝐹𝑁𝑖

𝑁
𝑖=1              (24) 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
1

𝑁
∑ 2 ×𝑁

𝑖=1

                                                 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖×𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖+𝑅𝑒𝑐𝑎𝑙𝑙𝑖
        (25) 

 

Where 𝑁 represents total number of classes, 𝑇𝑃𝑖 

indicates True Positive for class 𝑖, 𝐹𝑃𝑖 denotes False 

Positive for class 𝑖 , 𝑇𝑁𝑖  determines True Negative 

for class 𝑖, and 𝐹𝑁𝑖 illustrates False Positive for class 

𝑖.  

4.1 Performance analysis 

Table 1 indicates a performance analysis of 

different feature extraction methods. The existing 

methods like VGG16, ResNet50, and color moments 

are compared with ResNet50+Color moments. The 

ResNet50+Color moments achieve a better average 

precision of 0.98 and 0.96 using Corel-10k and 

Caltech 256 datasets due to effective extraction with 

robust color descriptors which enhances both texture 

and color information. This approach captures richer 

visual information and leads to better outcomes. Also, 

integrating the benefits of ResNet50’s depth assists in 

achieving better generalization. 

Table 2 represents the performance analysis of 

different clustering methods. The existing methods 

like K-means clustering with GBWSO, Hierarchical 

clustering with GBWSO, and Density-Based Spatial 

Clustering of Applications with Noise-based 

GBWSO (DBSCAN-GBWSO) are compared with 

proposed FCM-GBWSO. The proposed FCM-

GBWSO achieves a better average precision of 0.98 

and 0.96 using Corel-10k and Caltech 256 datasets 

due to FCM’s flexibility in assigning data points to 

multiple clusters with varying membership degrees. 

This enables FCM to capture more nuanced patterns 

and makes it efficient in managing overlapping 

clusters.  

Table 3 demonstrates a performance evaluation 

of different optimization methods. The proposed 

FCM-GBWSO achieves a better average precision of 

0.98 and 0.96 using Corel-10k and Caltech 256 

datasets compared to the FCM-Whale Optimization 

Approach (WOA), FCM-Golf Optimization 

Approach (WOA), and FCM-WSO. Due inclusion of 

GB in WSO increases global search ability and 

prevents premature convergence. This combination 

enables more refined optimization and effectively 

balances the exploration-exploitation phase which 

leads to high performance.   

 
Table 1. Different feature extraction methods 

Methods Dataset Average Precision Average Recall Average F1-score  

VGG16  

 

Corel-10k 

0.82 0.79 0.80 

ResNet 50 0.86 0.81 0.76 

Color moments 0.89 0.84 0.78 

ResNet 50 + Color moments 0.98 0.94 0.95 

VGG16  

Caltech 256 

0.79 0.75 0.78 

ResNet 50 0.82 0.79 0.82 

Color moments 0.87 0.83 0.85 

ResNet 50 + Color moments 0.96 8.652 0.93 

 
Table 2. Different clustering methods 

Methods Dataset Average Precision Average Recall Average F1-score  

K-GBWSO  

 

Corel-10k 

0.84 0.81 0.82 

H-GBWSO 0.89 0.87 0.89 

DBSCAN-GBWSO 0.92 0.90 0.90 

Proposed FCM-GBWSO 0.98 0.94 0.95 

K-GBWSO  

Caltech 256 

0.87 0.89 0.81 

H-GBWSO 0.92 0.91 0.84 

DBSCAN-GBWSO 0.94 0.92 0.89 

Proposed FCM-GBWSO 0.96 8.652 0.93 
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Table 3. Different optimization methods 

 

 

4.2 Comparative analysis 

Table 4 determines a comparative analysis of 

existing methods. Table 5 represents a comparative 

analysis of existing methods using MAP. The existing 

methods like Hierarchical clustering [16], Ensemble 

DL methods [17], DNN-SAR [18], and ResNet50 

[20] are compared with the proposed FCM-GBWSO. 

The proposed FCM-GBWSO achieves a better 

average precision of 0.98, 0.96, and 0.97 using Corel-

10k, Caltech 256, and Corel 1k datasets. The 

proposed FCM-GBWSO achieves a better Mean 

Average Precision (MAP) of 97.67%, 94.20%, and 

97.46%, and 93.47% compared to existing method 

[18] using Corel 1k, Corel 1.5k, Corel 5k, and 

Caltech 256 datasets due to it provides an enhanced 

clustering performance by incorporating FCM’s 

flexible membership with GBWSO which leads to 

better convergence and avoids local optima. 
 

 

Table 4. Comparative analysis of existing methods 

Methods Dataset Average 

Precision 

Average 

Recall 

Hierarchical 

clustering [16] 

 

Corel-

10k 

0.62 0.11 

Ensemble DL 

methods [17] 

0.94 0.88 

Proposed FCM-

GBWSO 

0.98 0.94 

DNN-SAR [18] Caltech 

256 

N/A 7.881 

EfficientNet B7 

[20]  

0.93 N/A 

Proposed FCM-

GBWSO 

0.96 8.652 

Hierarchical 

clustering [16] 

 

 

Corel 1k 

0.81 0.16 

EfficientNet B7 

[20] 

0.94 N/A 

Proposed FCM-

GBWSO 

0.97 0.25 

 

 

 

Table 5. Comparative analysis of existing methods using 

MAP 

Methods Datasets MAP (%) 

DNN-SAR [18] Corel 1k 93.91 

Proposed FCM-

GBWSO 

97.67 

DNN-SAR [18] Corel 1.5k 90.33 

Proposed FCM-

GBWSO 

94.20 

DNN-SAR [18] Corel 5k 95.4 

Proposed FCM-

GBWSO 

97.46 

DNN-SAR [18] Caltech 256 86.13 

Proposed FCM-

GBWSO 

93.47 

4.3 Discussion 

The advantages of the proposed FCM-GBWSO 

method, along with the limitations of existing 

approaches, are discussed in this section. Existing 

methods, such as hierarchical clustering [16], suffer 

from poor discriminative power due to their inability 

to capture intricate image patterns and semantic data. 

Ensemble DL [17] faces challenges with high-

dimensional feature fusion, leading to inefficiencies 

in aligning and matching disparate modalities. DNN-

SAR [18] struggles to manage diverse scenes due to 

overfitting on specific training data, which results in 

reduced generalization. ResNet50 [20] encounters 

difficulties in capturing high-level semantic data 

because of its fixed architecture and relatively 

shallow depth, which in turn affects retrieval 

performance. The proposed FCM-GBWSO 

overcomes these limitations. FCM effectively 

manages overlapping data clusters and enhances 

feature extraction performance, while GB increases 

noise resistance and cluster sharpness. WSO 

optimizes the clustering process by balancing 

exploitation and exploration, leading to faster 

convergence and more accurate retrieval. This 

improves both the retrieval speed and the relevance 

of retrieved images. 

 

Methods Dataset Average Precision Average Recall Average F1-score  

FCM-WOA  

 

Corel-10k 

0.86 0.90 0.85 

FCM-GOA 0.92 0.89 0.89 

FCM-WSO 0.95 0.92 0.91 

Proposed FCM-GBWSO 0.98 0.94 0.95 

FCM-WOA  

Caltech 256 

0.90 6.893 0.83 

FCM-GOA 0.92 7.308 0.89 

FCM-WSO 0.94 7.983 0.92 

Proposed FCM-GBWSO 0.96 8.652 0.93 
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5. Conclusion 

This research proposes FCM-GBWSO for the 

automatic image annotation and retrieval process. 

FCM-GBWSO is utilized to generate optimal 

clustering in images to achieve efficient retrieval by 

using a query image from an online process. Hence, 

FCM-GBWSO efficiently retrieves images with 

similar content from the Corel-10k and Caltech 256 

datasets. An image from the offline process is 

enhanced through normalization, and relevant 

features are extracted using ResNet50 and color 

moments. NCA is used for feature transformation and 

selection to normalize and choose optimal feature 

subsets. From the overall analysis, it is concluded that 

FCM-GBWSO achieves better average precision of 

0.98, 0.96, and 0.97 using Corel-10k, Caltech 256, 

and Corel 1k datasets respectively, compared to 

existing methods like Hierarchical Clustering and 

DNN-SAR. In the future, different clustering 

approaches will be considered to further enhance the 

model's performance. 

 

Notation Description 

Symbols Description 

𝐼 Input image 

min and max Minimum and maximum input 

image value 

𝑙′ Normalized image 

𝑛𝑒𝑤𝑚𝑖𝑛  and 

𝑛𝑒𝑤𝑚𝑎𝑥 

Value of new intensity 𝑙′ 

𝑃𝑖,𝑗 Color elements 𝑖 of 𝑗𝑡ℎ pixel 

𝑁 Overall image pixel 

(𝐸𝑖) Mean 

(𝑆𝑊𝑖) Skewness 

(𝜎𝑖) Standard deviation 

𝐹𝑚𝑎𝑥𝒊  and 

𝐹𝑚𝑖𝑛𝒊 

 Maximum and minimum values 

of all feature vectors 

𝑤 Location of every shark in search 

domain 

𝑑 Number of variables for the 

provided task 

𝑟𝑎𝑛𝑑(1, 𝑛) Randomly produced numbers 

which have a domain distribution 

[0,1] 

𝑢𝑘+1
𝑖  Speed vector of 𝑖𝑡ℎshark at 𝑘 + 1 

iteration 

𝜇 Scaling factor 

𝑢𝑘
𝑖  Current position of 𝑖𝑡ℎ  shark at 𝑘 

iteration 

𝑣𝑖  Shark index vector obtaining the 

best location 

𝑚 Maximum iterations 

𝑝𝑚𝑖𝑛 and 𝑝𝑚𝑎𝑥  Initial and subordinate velocity for 

the motion of a white shark 

𝜏 Accelerating factor 

⊕ Bitwise operation outcomes 

𝑎 and 𝑏 Binary vectors 

𝑢 Undefined parameter in the current 

context 

𝑠𝑔𝑛 Sign function 

𝑤0 Combined state based on 

conditions 𝑎 and 𝑏 

𝑎0 and 𝑎1 Location constants that are utilized 

to manage exploitation and 

exploration 

𝑚𝑣 Shark attack time multitude 

𝑤𝑘=1
′𝑖  Upgraded shark’s location 

𝑟1, 𝑟2, 𝑟3, and 𝑟4 Random number 

𝐷𝑤
⃗⃗ ⃗⃗  ⃗ Shark and target length 

𝑆𝑠 Parameters for reflecting the white 

shark power 

𝑤𝑘,𝐺𝐵
𝑗

 𝑗𝑡ℎ white shark’s new position by 

utilizing a GB 

𝑤𝑔𝑏𝑒𝑠𝑡,𝑘−1  Global best solution acquired in 

𝑘 − 1 iterations 

𝐺 Gaussian distribution with mean 

(𝑤𝑔𝑏𝑒𝑠𝑡,𝑘−1+𝑤𝑘
𝑗
)

2
 and standard 

deviation (𝑤𝑔𝑏𝑒𝑠𝑡,𝑘−1 + 𝑤𝑘
𝑗
) 
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