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Abstract: This study presents a robust and imperceptible image watermarking method combining Discrete Wavelet 

Transform (DWT), Discrete Cosine Transform (DCT), and quantum-inspired optimization. The approach applies 

DWT to decompose the image into subbands and embeds the watermark in the low-frequency subband. DCT is used 

to identify Alternating Current (AC) coefficients, with Quantum-Inspired Annealing (QIA) optimizing their selection 

and Quantum Variational Circuits (QVC) dynamically adjusting the embedding intensity (𝛼) for each block. The 

novelty of this study lies in integrating QIA and QVC to optimize both the embedding position and intensity, enabling 

a more adaptive and robust watermarking mechanism compared to existing quantum-inspired methods. Experimental 

results in standard images show high imperceptibility, with average Peak signal-to-noise ratio (PSNR) and Structural 

Similarity Index Measurement (SSIM) values of 46.93 dB and 0.9979, respectively. The method demonstrates strong 

robustness, achieving an average Normalized Correlation (NC) of 0.9752 across various attacks, including JPEG 

compression, noise addition, and cropping. Compared to existing methods, the proposed approach performs better in 

maintaining watermark quality and robustness. This study highlights the potential of quantum-inspired techniques in 

watermarking, offering a promising direction for further research and real-world applications. 

Keywords: Quantum-classic watermarking, Quantum image watermarking, Quantum-inspired optimization, Quantum 

optimization, Quantum variational circuits. 

 

 

1. Introduction 

Digital watermarking has become a significant 

technique in protecting copyright and ensuring the 

integrity of digital content, especially in the digital 

era full of challenges in data security. In robust 

watermarking, it is important to ensure that the 

watermark remains protected and is not easily 

damaged, even though it is subjected to various 

attacks [1]. The use of domain transformation has 

been widely applied in watermarking to improve the 

resilience of watermarks because this domain allows 

watermarks to be inserted at more stable and 

protected frequencies [1, 2]. 

Domain transformation methods such as Discrete 

Wavelet Transform (DWT) and Discrete Cosine 

Transform (DCT) are often used to improve the 

resilience of watermarking because both have 
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characteristics that support the success of robust and 

imperceptible watermarks [3]. In addition, DWT and 

DCT are often used in image compression, allowing 

watermarks to remain robust even after JPEG or 

JPEG 2000 compression is applied. DWT divides the 

image into four main frequency subbands at each 

transformation level: LL (Low-Low), LH (Low-

High), HL (High-Low), and HH (High-High) [4]. 

The LL subband, which contains the most significant 

information of the image, is more stable and resistant 

to external disturbances, making it an ideal location 

for watermark embedding [5]. On the other hand, 

high-frequency subbands such as LH, HL, and HH 

contain image details susceptible to changes due to 

noise or compression. The selection of the LL 

subband allows the watermark to resist manipulation 

while maintaining the image's visual quality. In 

addition, DWT enables multi-resolution analysis, 

which is useful for balancing watermark robustness 

and imperceptibility.  

Meanwhile, DCT converts the spatial signal into 

the frequency domain, where the image energy is 

compressed on the main coefficients, making it more 

efficient in representing the image [6–8]. DCT 

produces two kinds of coefficients, namely one 

Direct Current (DC) coefficient and the rest are many 

Alternating Current (AC) coefficients [9]. The DC 

coefficient represents the average intensity of the 

block and greatly affects the overall appearance [10]. 

Watermark embedding on the DC coefficient is 

generally very strong but can reduce the 

imperceptibility of the image. In contrast, the AC 

coefficients, which represent the mid- and high-

frequency components, are more suitable for 

watermark Embedding because they impact the 

visual quality less. Some AC coefficients are also 

resistant to lossy compression, making them a better 

choice for maintaining watermark robustness after 

compression, such as when applying JPEG [11]. By 

choosing the right position of AC coefficients, 

watermarks can be embedded efficiently, 

maintaining a balance between the imperceptibility 

and robustness of the watermark. 

The combination of DWT and DCT provides a 

more robust approach to watermarking. DWT 

separates the image into subbands, with the more 

stable LL subband selected as the watermark 

embedding location [9]. The DCT transform is then 

applied to the LL subband, and the watermark is 

embedded at the AC coefficients. The selection of 

AC coefficients in the LL subband is crucial because 

it can affect both the watermark robustness and the 

visual quality. If the position of the AC coefficients 

is not selected correctly, the robustness of the 

watermark can be reduced. Therefore, selecting the 

optimal position of the AC coefficients is very 

important to balance the imperceptibility and 

robustness of the watermark.  

Applying optimization methods to the embedding 

process offers great potential to improve the security 

of watermarks. Several methods have been applied to 

optimize messages or watermarks in data hiding 

methods, for example, using genetic algorithms [12, 

13], Artificial Bee Colony [14], Gradient-based 

Optimizer [15], Grey Wolf Optimizer [16], etc. 

Inspired by quantum annealing[17], the Quantum-

Inspired Annealing (QIA) method can be applied to 

determine the optimal AC position for Embedding. 

This technique allows for increased watermark 

robustness without sacrificing excessive image 

quality, providing an efficient solution for adjusting 

the embedding position in the DCT block. In addition, 

inspired by quantum computing, pure quantum 

computing has also begun to be widely applied in 

watermarking[18].  

Quantum Variational Circuits (QVC) [19] is a 

quantum method that can optimize the embedding 

intensity or alpha parameter. QVC functions to adjust 

the appropriate watermark intensity in each DCT 

block, ensuring that the watermark is invisible but 

still has high resistance to removal or modification 

attempts. This approach allows for more efficient 

alpha dynamic adjustment, increasing the complexity 

for unauthorized parties trying to remove the 

watermark without being detected [4]. 

The evaluation of watermarking performance in 

this study includes image quality, robustness, and 

imperceptibility of the watermark. With quantum-

based optimization, this method is expected to 

increase the watermark's resilience to various attacks, 

such as compression and manipulation. The main 

contributions of this study are as follows: 

1. Integrating Quantum-Inspired Annealing to 

determine the optimal position of AC 

coefficients in the DCT domain. 

2. Applying Quantum Variational Circuits (QVC) 

to adjust the alpha value adaptively to enable 

optimal embedding intensity for each block. 

3. Producing a watermarking method based on a 

combination of DWT-DCT transformations that 

is robust and has optimal imperceptibility. 

The rest of this paper is structured as follows. 

Section 2 reviews the related literature, providing 

insights into current watermarking techniques and 

their limitations. Section 3 introduces the proposed 

DWT-DCT watermarking method with quantum-

based optimization, including a detailed description 

of the QIA and QVC approaches. Section 4 presents 

the experimental results and analysis, focusing on 

evaluating image quality using PSNR and SSIM and 
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robustness against various manipulative attacks with 

NC. Finally, Section 5 concludes the research 

findings and outlines future development directions. 

2. Related works 

In recent years, various studies have been 

conducted to improve the robustness and 

imperceptibility of digital watermarking. The main 

challenge in watermarking lies in optimizing the 

parameters and positions of the Embedding to 

achieve an ideal balance between robustness and 

imperceptibility. Transform-based watermarking 

methods such as DCT and DWT dominate the 

research due to their resistance to signal processing 

attacks[9]. Various studies have explored 

metaheuristic optimization algorithms to improve the 

embedding quality. For example, Gao and Chen [14] 

proposed a hybrid approach combining DWT-SVD 

with an improved Artificial Bee Colony algorithm to 

optimize the scale factor dynamically. This approach 

shows superior performance in terms of 

imperceptibility and robustness by balancing both 

attributes through effective optimization.  

Melman and Evsutin [15] developed a Gradient-

Based Optimizer (GBO)-based method to regularize 

the DCT coefficients, ensuring that the watermark 

embedding maintains high imperceptibility and 

robustness. Their objective function integrates PSNR 

and SSIM metrics, emphasizing the role of 

optimization in refining the DCT coefficients of 

block-based transforms. Hu et al. [16] used the Grey 

Wolf Optimizer (GWO) algorithm to adjust the DCT 

coefficients adaptively. This approach leverages 

entropy-based adjustment to improve the visual 

quality and robustness, especially in JPEG 

compression scenarios. In addition, visual 

enhancement techniques such as denoising 

autoencoders further enhance the watermark 

recovery quality. 

Several studies have highlighted the importance 

of adaptivity in embedding strategies. Wang et al. [6] 

proposed a DCT-based watermarking method that 

varies the quantization steps across different image 

layers, resulting in high embedding capacity and 

robustness. This adaptive approach was also applied 

to color images, demonstrating the flexibility of 

frequency domain methods in various applications. 

Furthermore, hybrid schemes such as DWT-DCT 

optimization have shown promising results [20]. For 

example, Budiman et al. [12] optimized the block-

based DWT coefficients using a genetic algorithm to 

fine-tune the trade-off between robustness and 

imperceptibility. This method demonstrates the 

importance of combining different transformations 

and optimization algorithms. 

Recently, quantum computing has gained 

attention due to its various advantages. Including 

watermarking technology, quantum computing has 

begun to be researched and applied. For example 

Xing et al. [21]introduced a geometrically invariant 

quantum watermarking scheme combining Quantum 

Error Correction (QEC) with Geometric 

Transformation-based Image Assembling (GTA). 

Their approach focuses on improving robustness 

against geometric attacks, including cropping and 

rotation, using Quantum Image Rotation (QIR) and 

Quantum Block Rotation (QBR). However, this 

method primarily emphasizes geometric robustness 

and lacks adaptive intensity adjustments for 

embedding coefficients. 

Similarly, Yuan et al. [22] proposed a scheme 

utilizing the New Enhanced Quantum Image 

Representation (NEQR) and Quantum Majority 

Finder (QMF) to embed watermarks into carrier 

images uniformly. While their method demonstrates 

good visual quality and robustness, it relies on 

uniform embedding rules, limiting its adaptability to 

varying image features. Aly [23] extended quantum 

watermarking to color images using the New 

Quantum Binary Image Detector (NQBID) and 

quantum polar block representation. This technique 

enhances security and storage efficiency but 

primarily addresses color image domains and does 

not explore dynamic optimization of embedding 

parameters for grayscale or frequency-domain 

watermarking. 

Although metaheuristic-based optimization 

methods have achieved significant progress, some 

challenges remain. Most optimization-based 

watermarking techniques rely on classical 

metaheuristic algorithms, which, although effective, 

are limited in their ability to adjust embedding 

parameters for each image block dynamically. This 

study addresses these limitations by introducing QIA 

and QVC [19] into the watermarking process. In 

contrast to Xing et al. [21], who focused on geometric 

robustness, while Yuan et al. [22] focus on uniform 

embedding and Aly [23] focus on spatial domain and 

color-specific applications, respectively, this study 

leverages QVC to adaptively adjust the embedding 

intensity (𝛼) for each DCT block, achieving a more 

precise trade-off between imperceptibility and 

robustness. QIA exploits quantum-inspired search 

principles to enhance robustness, while QVC ensures 

optimal embedding intensity through quantum 

superposition and entanglement properties. Thus, this 

approach provides a solid foundation for further 
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Figure. 1 Overview of Proposed method 

 

exploration in applying quantum computing in image 

watermarking. 

3. Proposed method 

3.1 Overview of proposed system  

The proposed watermarking method combines 

DWT and DCT to enhance the robustness and 

imperceptibility of the watermark with quantum-

based techniques for adaptive Embedding. The 

system flow consists of several stages: applying 

DWT to identify significant subbands, performing 

DCT on the LL subband, and embedding the 

watermark on the optimized AC coefficients using 

QIA and QVC. The schematic diagram of the system 

in Figure 1 illustrates the overall process. 

3.2 DWT-DCT transformation 

This stage involves applying DWT to the cover 

image ( 𝐼 ) to decompose the image into four 

frequency subbands, namely LL, LH, HL, and HH. 

The DWT decomposition can be expressed in Eq. (1). 

Each subband represents a different spatial frequency, 

and the LL subband contains the most significant 

information and is the most resistant to attacks [24].  

 

𝐷𝑊𝑇(𝐼) = {𝐿𝐿, 𝐿𝐻,𝐻𝐿,𝐻𝐻} (1) 

After DWT decomposition, DCT is applied to 

each 8×8 block within the LL subband to isolate the 

frequency components, thus providing an optimal 

domain for Embedding. DCT transforms the 8×8 

spatial block 𝐵 into 𝐷 frequencies, as in Eq (2).  
 

𝐷𝑢,𝑣

=
1

4
∑∑𝐵𝑥,𝑦

7

𝑦=0

cos (
(2𝑥 + 1)𝑢𝜋

16
)

7

𝑥=0

cos (
(2𝑦 + 1)𝑣𝜋

16
) 

(2) 

 

where 𝑢,𝑣 represent the frequency coordinates.  

This transformation produces DC coefficients 

and AC coefficients representing low and high 

frequencies. To maintain visual quality and 

robustness, only selected AC coefficients are used for 

watermark embedding, while DC coefficients 

representing the average intensity of the block are left 

unchanged. 

3.3 Quantum-inspired annealing (QIA) 

QIA is used to find the optimal AC coefficient 

position on each 8×8 block in the LL subband of the 

DCT transformation. QIA is applied to minimize the 

loss function, which considers robustness and 

imperceptibility.  

Given the DCT-transformed block 𝐷 , a set of 

initial AC positions 𝑃 = {(𝑢1, 𝑣1), (𝑢2, 𝑣2)} is 
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proposed, and the annealing process iteratively 

adjusts these positions to minimize the objective 

function using Eq (3). 

 

𝐿(𝑃, 𝛼) = mean(|𝐼𝐷𝐶𝑇(embed(𝐷, 𝑃, 𝛼))

− 𝐼𝐷𝐶𝑇(𝐷)|
2
) 

(3) 

 

Where 𝛼 is the embedding intensity optimized later, 

and IDCT denotes the Inverse Discrete Cosine 

Transform. This function balances embedding 

strength with minimal perceptual distortion. The final 

selected positions (𝑢, 𝑣)  are used for watermark 

embedding, optimizing both AC positions and 

coefficient values. 

3.4. Adaptive embedding using quantum 

variational circuits (QVC) 

QVC determines the adaptive embedding 

intensity 𝛼 in each 8×8 block. QVC uses a series of 

quantum circuits with four qubits to dynamically 

generate the optimal 𝛼 . The circuit starts with 

Hadamard gates (𝐻) to create a superposition state, 

followed by parameterized 𝑅𝑌 rotations based on a 

set of parameters 𝜃 = (𝜃1, 𝜃2, … , 𝜃𝑛, ) , and 𝐶𝑁𝑂𝑇 

for entanglement[25]–[27]. The structure of this 

circuit is represented by Equation (4). After executing 

the circuit, the expectation value 〈𝑍〉 is measured on 

each qubit. As an illustration of the quantum circuit, 

see Fig. 2. 

 

|𝜓(𝜃)⟩

=∏𝐻(𝑞𝑖)

𝑛

𝑖=1

∏𝑅𝑌(𝜃𝑖)

𝑛

𝑖=1

∏𝐶𝑁𝑂𝑇(𝑞𝑗, 𝑞𝑗+1)|0⟩

𝑛−1

𝑗=1

 

(4) 

 

 

 
Figure. 2 QVC circuit design for calculating 𝛼 parameter 

 

The final 𝛼 value is computed by taking the 

average expectation of the Pauli-Z values across all 

qubits, as shown in Equation (5). This averaged 𝛼 

ensures that the embedding intensity is adapted based 

on the collective state of all qubits, which allows for 

a more robust and dynamically optimized embedding 

process.  

 

𝛼 =
1

𝑛
∑|〈𝑍𝑖〉|

𝑛

𝑖=1

 (5) 

 

All QIA and QVC data are stored as extraction 

keys, so these two processes are used only in the 

embedding process. 

3.5 Embedding and extraction process 

3.5.1 Embedding 

The embedding process is carried out after 

performing the DWT-DCT transformation that has 

been explained previously, as well as the QIA and 

QVC processes for optimization. Specifically, we use 

a binary image as a watermark (watermark pixels 𝑤 

have values 0 and 1). The embedding process is 

carried out on the selected AC coefficient (𝑢, 𝑣) and 

with the specified α value. The Embedding is done 

with Eq. (6). 

 

{
 

 
𝑤 = 1,𝐷[𝑢1, 𝑣1] = min(𝐷[𝑢1, 𝑣1], 𝐷[𝑢2, 𝑣2]) ∙ 𝛼 

and 𝐷[𝑢2, 𝑣2] = max(𝐷[𝑢1, 𝑣1], 𝐷[𝑢2, 𝑣2]) ∙ 𝛼

𝑤 = 0,𝐷[𝑢1, 𝑣1] = max(𝐷[𝑢1, 𝑣1], 𝐷[𝑢2, 𝑣2]) ∙ 𝛼

and 𝐷[𝑢2, 𝑣2] = min(𝐷[𝑢1, 𝑣1], 𝐷[𝑢2, 𝑣2]) ∙ 𝛼

 

(6) 

 

After embedding all bits, the IDCT and inverse 

DWT are applied to reconstruct the watermarked 

image. Eq. (7) is performed for IDCT on each 8×8 

block. After all blocks in the LL subband are 

reconstructed using IDCT, IDWT is applied to restore 

the watermarked image to the original spatial domain. 

IDWT recombines the LL, LH, HL, and HH 

subbands generated from the initial DWT. IDWT can 

be expressed by Eq. (8) for a given LL subband 

embedding and other subbands. 

 

𝐵𝑥,𝑦

=
1

4
∑∑𝐷𝑢,𝑣

7

𝑣=0

cos (
(2𝑥 + 1)𝑢𝜋

16
)

7

𝑢=0

cos (
(2𝑦 + 1)𝑣𝜋

16
) 

(7) 
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Where 𝐵𝑥,𝑦 is the pixel value at position (𝑥, 𝑦) in 

the reconstructed spatial block. 𝐷𝑢,𝑣 is the DCT 

coefficient at frequencies 𝑥, 𝑦 representing the pixel 

coordinates in the block, and 𝑢, 𝑣  is the frequency 

coordinate. 

 

𝐼 = 𝐼𝐷𝑊𝑇{𝐿𝐿, 𝐿𝐻,𝐻𝐿,𝐻𝐻} (8) 

3.5.2 Extraction 

The same flow of DWT and DCT transformations 

is applied to the watermarked image during 

extraction. Based on the stored embedding position 

information and the α value from the embedding 

process, two AC coefficients in each block are 

accessed and normalized by dividing the value of 

each coefficient by 𝛼 . Suppose two selected AC 

coefficients at positions 𝑎𝑐1 and 𝑎𝑐2. The coefficient 

values are normalized by Eq. (9). 

 

𝑎𝑐1𝑛 =
𝐷[𝑎𝑐1]

𝛼
, 𝑎𝑐2𝑛 =

𝐷[𝑎𝑐2]

𝛼
 (9) 

 

After normalization, the relationship between the 

values of the two coefficients is used to determine the 

inserted watermark bits using Eq. (10). 

 

{
if 𝑎𝑐1𝑛 < 𝑎𝑐2𝑛, �̂� = 1 
otherwise, �̂� = 0

 (10) 

 

The extracted bits are then reassembled to form a 

binary watermark image. The use of 𝛼  in the 

extraction process ensures that the embedded 

watermark can be accurately retrieved according to 

the scale applied during Embedding. 

4. Results and analysis 

4.1 Dataset and system setup 

This section presents the images in the 

experiment, the software and libraries used, and the 

quantum-based watermark insertion process settings. 

The image dataset used is taken from the USC-SIPI 

Image Database [28], where the samples used can be 

seen in Figure 3. The images are grayscale images 

with dimensions of 512×512 pixels. For "Baboon", 

"F-16" and “Peppers” are RGB images converted to 

grayscale images using the convert('L') function from 

the Python Imaging Library (PIL) to ensure 

uniformity across all images in the watermark 

insertion process. While the watermark has a size of 

32×32 pixels with a binary format. 

The watermarking method in this study was 

implemented using Python, the Penylane quantum 

simulator, and several important libraries. PennyLane 

is the simulator for quantum computing in designing 

and executing QVC quantum circuits. PIL is used for 

image processing tasks such as loading images, 

converting RGB images to grayscale, and storing 

images that have been watermarked. NumPy is used 

to handle image data as arrays and for numerical 

operations. The SciPy library provides important 

functions for applying DCT and IDCT 

transformations, which are crucial in watermark 

embedding in the frequency domain. The matplotlib 

library is used to visualize the experimental results 

and plot the structure of the quantum circuit. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

Figure. 3 Sample image dataset: (a) 4.2.03 a.k.a Baboon, 

(b) 4.2.05 a.k.a F-16, (c) 4.2.07 a.k.a Peppers, (d) 5.2.08 

a.k.a Couple, (e) 5.2.09 a.k.a Aerial, (f) boat.512, and (g) 

Binary watermark image  
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4.2 Watermarked quality evaluations 

To assess the quality of the watermarked images, 

we utilized two standard metrics, i.e., Peak Signal-to-

Noise Ratio (PSNR) and Structural Similarity Index 

(SSIM). PSNR measures the ratio between the 

maximum possible power of a signal and the power 

of corrupting noise that affects the fidelity of its 

representation, providing insight into the quality 

degradation after embedding. A higher PSNR value 

indicates less distortion in the watermarked image 

[29]. The PSNR metric is calculated as Eq. (11). 

 

𝑃𝑆𝑁𝑅

= 10 ∙ log10(
𝑚𝑎𝑥2

1

𝑀𝑁
∑ ∑ [𝐼(𝑖, 𝑗) − 𝐼𝑤(𝑖, 𝑗)]

2𝑁−1
𝑗=0

𝑀−1
𝑖=0

) 

(10) 

 

Where 𝑚𝑎𝑥 is the maximum pixel value of the image, 

in this context largest value is 255; 𝑀  and 𝑁 are 

image dimensions; 𝐼 represent the original image; 𝐼𝑤 

represent a watermarked image; 𝑖, 𝑗 are image pixel 

coordinates. 

Table 1 presents the results of PSNR 

measurements and comparisons with several related 

studies. The comparison is valid as PSNR is a 

standard metric for evaluating image quality, and all 

methods were tested under comparable conditions 

using the same datasets[28]. 

SSIM assesses the perceptual similarity between 

the original and watermarked images based on 

changes in luminance, contrast, and structure. In this 

context, SSIM values range commonly from 0 to 1, 

where values closer to 1 indicate higher similarity. 

SSIM is calculated using Eq. (12). 

 

𝑆𝑆𝐼𝑀(𝑥, 𝑦)

=
(2𝜇𝑥𝜇𝑦 + 𝐶1)(2𝜎𝑥𝑦 + 𝐶2)

(𝜇𝑥
2 + 𝜇𝑦

2 + 𝐶1)(𝜎𝑥
2 + 𝜎𝑦

2 + 𝐶2)
 

(12) 

 

 
Table 1. PSNR Results and Comparison 

Image 
Ref 

[8] 

Ref 

[11] 

Ref 

[15] 

Ref 

[21] 
Ours 

Baboon - - - 36.19 45.86 

F-16 - 41.15 41.13 36.25 45.58 

Peppers 45.66 41.66 40.92 36.18 47.01 

Couple - - - - 46.78 

Aerial - - - - 47.23 

Boat 45.09 - 40.05 - 47.70 

 

Table 2. SSIM Results and Comparison 

Image Ref [8] Ref [15] Ref [21] Ours 

Baboon - - 0.9702 0.9977 

F-16 - 0.9992 0.9705 0.9980 

Peppers 0.982 0.9990 0.9504 0.9975 

Couple - - - 0.9986 

Aerial - - - 0.9985 

Boat 0.987 0.9996 - 0.9976 

 

 

Where 𝜇𝑥  and 𝜇𝑦  are the means, 𝜎𝑥
2  and 𝜎𝑦

2 are 

variances, 𝜎𝑥𝑦  is the covariance, and 𝐶1and  𝐶2  are 

constants. 

In the same way as PSNR measurements, we also 

performed SSIM measurements and comparisons 

with several related studies, presented in Table 2. 

Evaluation of the quality of watermarked images 

using PSNR and SSIM metrics. As presented in Table 

1, the average PSNR value for all test images is 46.93 

dB, indicating that the watermarked images have high 

similarity to the original cover images. The SSIM 

results, as presented in Table 2, show an average 

similarity score of 0.9979, highlighting that the 

embedding process results in minimal visual 

degradation.  

Compared with existing methods, this approach 

performs better in maintaining image quality. For 

example, the method in [8] achieves a PSNR of 45.66 

dB for the Peppers image. In addition, based on the 

PSNR, our results appear to be dominantly better on 

all images. Unfortunately, based on the SSIM value, 

the proposed method is indeed not better than the 

method [15], but the results are very competitive with 

a minimal difference in SSIM values, and still better 

than the study [8], with our method, which shows a 

better level of imperceptibility when looking at both 

measuring instruments. 

4.3 Robustness under various attack evaluations 

Various attacks, such as JPEG compression, 

cropping, and noise addition, are tested at this stage. 

In the robustness evaluation, Normalized Correlation 

(NC) is used. NC is a standard metric used in 

watermarking evaluation, which measures the 

similarity between the extracted watermark and the 

original watermark after the image is attacked. NC 

values close to 1 indicate that the watermark is well 

preserved, while lower values indicate degradation or 

loss of the watermark. NC can be calculated by Eq. 

(13).  
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𝑁𝐶 =
∑ ∑ 𝑊(𝑖, 𝑗) ∙ 𝑊′(𝑖, 𝑗)𝑁

𝑗=1
𝑀
𝑖=1

√∑ ∑ 𝑊(𝑖, 𝑗)𝑁
𝑗=1

𝑀
𝑖=1

2
√∑ ∑ 𝑊′(𝑖, 𝑗)𝑁

𝑗=1
𝑀
𝑖=1

2
 

(13) 

 

Where 𝑊(𝑖, 𝑗) is the original watermark pixel value 

at position 𝑖, 𝑗 ; 𝑊′(𝑖, 𝑗) is the extracted watermark 

pixel value at position 𝑖, 𝑗. 
The NC has been widely used as a robustness 

measurement tool. So, in this section, measurements 

are also carried out with NC, which are presented in 

Table 3. In addition, a fair comparison is also carried 

out with the same type of attack, attack parameters, 

and image (pepper image) presented in Table 4. 

The robustness of the proposed method is 

evaluated using the NC metric, as shown in Table 3. 

The average NC value for all attack scenarios is 

0.9752, indicating the robustness of the watermark 

against various distortions, including JPEG 

compression, noise addition, resizing, and cropping. 

Table 4 highlights the robustness of our method on 

Peppers images compared to [8] and [15]. 

Specifically, in the JPEG compression scenario with 

Q=20, our method achieves an NC of 0.8463, which 

is competitive compared to [8], where the NC value 

drops to 0.7497. In addition, for the median filter 

(3×3 kernel) and resizing attacks, our approach 

consistently maintains an NC value close to 1.0, 

indicating a near-perfect success rate of watermark 

extraction under these conditions. In the Gaussian 

noise scenario with a variance of 0.001, our NC value 

is 0.9598, which is superior to [8], which achieves 

0.9702. Overall, the proposed method is mostly 

superior to previous studies. These results 

demonstrate the effectiveness of quantum-based 

optimization in improving robustness without 

sacrificing the visual quality of the watermark. 

 

 
Table 3. Average NC measurement results from all 

images 

Attack types Parameter NC 

Free - 1.0 

JPEG compression Q=70 0.9998  

JPEG compression Q=40 0.9857 

JPEG compression Q=20 0.8463 

Median Filter (MF) 3×3 0.9998 

Salt and pepper noise (SPN) 0.01 0.9969 

Gaussian noise (GN) 0.001 0.9598 

Resizing 512-256-512 0.9998 

Cropping 100×100 

center 

0.9887 

 

Table 4. NC comparison results for peppers Image  

Attack types Ref [8] Ref [15] Ours 

Free 1.0 1.0 1.0 

JPEG Q=70 - 0.7927 1.0  

JPEG Q=40 1.0 - 0.9879 

JPEG Q=20 0.7497 - 0.8324 

MF 3×3 1.0 0.9596 1.0 

SPN  - 0.9312 0.9970 

GN 0.9702 - 0.9590 

Resizing 1.0 - 1.0 

Cropping  0.9610 0.9972 0.9893 

5. Conclusion 

This study has successfully developed a DWT-

DCT-based watermarking method with quantum 

optimization, which integrates Quantum-Inspired 

Annealing (QIA) to determine the optimal AC 

coefficient position in the DCT domain and Quantum 

Variational Circuits (QVC) to adjust the embedding 

intensity adaptively. The evaluation shows that the 

proposed method performs better in preserving visual 

quality with an average PSNR of 46.93 dB and SSIM 

of 0.9979, indicating minimal distortion in the image 

after the embedding process. In the resistance test 

against various attacks, this method shows significant 

strength with an average NC value of 0.9752, 

indicating that the watermark can still be extracted 

with high accuracy. Compared with previous studies, 

the proposed method performs better in most metrics, 

especially in the JPEG compression and Gaussian 

noise attack scenarios. 

This approach's main advantage lies in combining 

quantum-based optimization with domain 

transformation, which allows for increased 

watermark robustness without sacrificing image 

quality. This study opens up opportunities for further 

exploration in the development of quantum 

computing-based watermarking, especially for 

applications in data environments with high levels of 

manipulation. In the future, additional testing in a 

broader dataset and variations of quantum parameters 

can be performed to improve the generalization and 

scalability of the proposed method. 
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Appendix 

Table 5. Notation List 

Notation Definition 

𝐼 Cover Image 

𝐼𝑤 Watermarked Image 

𝑊 Watermark Image 

𝑊′ Extracted Watermark Image 

�̂� Extracted Watermark bit value 

𝑀,𝑁 Image dimension 

𝑖, 𝑗 image pixel coordinates in spatial 

state 

𝛼 Embedding intensity parameter. 

𝐷𝑊𝑇 Discrete Wavelet Transform 

𝐿𝐿, 𝐿𝐻,𝐻𝐿, 𝐻𝐻 Subbands from DWT decomposition. 

𝐷𝐶𝑇 Discrete Cosine Transform 

𝐵 Subblock 8×8 (spatial)  

𝐷 Subblock 8×8 (transformed)  

𝐴𝐶 Alternating Current coefficients in 

the DCT domain 

𝐷𝐶 Direct Current coefficient in the DCT 

domain 

𝑢, 𝑣 image pixel coordinates in 

transformation state (DCT) 

𝑁𝐶 Normalized Correlation, measuring 

robustness of extracted watermark. 

𝐻 Hadamard gate for quantum 

superposition. 

𝜃 Rotation angle for quantum gates  

𝑅𝑍, 𝑅𝑋, 𝑅𝑌 Quantum rotation gates around the z, 

x, and y-axis, respectively 

𝐶𝑁𝑂𝑇 Controlled-NOT gate for 

entanglement in quantum computing 

𝛼 Embedding intensity parameter 

𝑄𝐼𝐴 Quantum-Inspired Annealing for 

optimizing embedding positions. 

𝑄𝑉𝐶 Quantum Variational Circuit for 

adaptive embedding intensity. 

𝑞𝑖 or 𝑞𝑗 ith or jth qubit 

𝑛 Number of qubits or data points used 

in the quantum circuit or summation 

〈𝑍𝑖〉 Expectation value of the Pauli-Z 

operator for qubit 𝑖. 
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𝐿(𝑃, 𝛼) Loss function used for optimizing 

embedding parameters, where 𝑃 is 

the embedding position. 

|𝜓(𝜃)⟩ the final result of a variational 

quantum circuit 

 


